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Fredholm operators

Exercises marked by “-B” are optional. If you solve such exercises, you will earn bonus points.

2.1. Let 0 → X0 → X1 → . . . → Xn → 0 be an exact sequence of finite-dimensional vector spaces.
Show that

∑
i(−1)i dimX i = 0. (We used this result in our proof of the additivity of the index, see

the lectures.)

2.2. What can you say about an operator that is compact and Fredholm simultaneously?

2.3. Let a0, . . . , an ∈ Cp[a, b]. Show that the operator

D : Cp+n[a, b] → Cp[a, b], D(y) = y(n) + an−1y
(n−1) + . . .+ a1y

′ + a0y,

is Fredholm, and find the index of D.

2.4. Show that the operator D : C1(S1) → C(S1), D(f) = f ′, is Fredholm, and find the index of D.

2.5. Let α ∈ ℓ∞, and let Mα denote the respective diagonal operator on ℓp or on c0. Find a condition
on α that is necessary and sufficient for Mα to be Fredholm. Find the index of Mα.

2.6. Let f ∈ C[a, b], and let Mf denote the multiplication operator by f on C[a, b]. Find a condition
on f that is necessary and sufficient for Mf to be Fredholm. Find the index of Mf .

2.7. Let I ⊂ R be an interval (i.e., any connected set), let f : I → C be an essentially bounded
measurable function, and let Mf denote the multiplication operator by f on Lp(I) (1 6 p 6 ∞).
Find a condition on f that is necessary and sufficient for Mf to be Fredholm. Find the index of Mf .

2.8. Let H be an infinite-dimensional Hilbert space. Show that for each n ∈ Z there exists a
Fredholm operator of index n on H.

2.9. Let X be a Banach space. Suppose that T ∈ B(X), K ∈ K (X), and let S = T +K.
(a) Prove that, if λ ∈ σ(T ) is not an eigenvalue of T of finite multiplicity, then λ ∈ σ(S).
(b) Show that, if T is the shift operator on ℓ2(Z), then we can find K in such a way that σ(S) =
{z ∈ C : |z| 6 1} (while σ(T ) = {z ∈ C : |z| = 1}).

2.10 (the classical Fredholm theorems). Let I = [a, b]. Define a bilinear form on C(I) by ⟨f, g⟩ =∫ b

a
fg dt. For each K ∈ C(I × I) define K ′ ∈ C(I × I) by K ′(x, y) = K(y, x). Let TK : C(I) → C(I)

denote the integral operator given by

(TKf)(x) =

∫ b

a

K(x, y)f(y) dy.

Let SK = 1− TK . Prove that
(a) f ∈ ImSK ⇐⇒ ⟨f, g⟩ = 0 ∀g ∈ KerSK′ ;
(b) dimKerSK = dimKerSK′ < ∞.
Hint. Extend SK and SK′ to L2(I) and apply the Fredholm theorems in Schauder’s form (see the
lectures).

2.11. For each of the following operators T find σess(T ) and calculate ind(T − λ1) for each λ ∈
C \ σess(T ): (a) the diagonal operator on ℓp or on c0; (b) the multiplication operator by a
continuous function on C[a, b] or by a bounded measurable function on Lp[a, b]; (c) the left shift
on ℓp or on c0; (d) the right shift on ℓp or on c0; (e) the bilateral shift on ℓ2(Z); (f) an
arbitrary compact operator.
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2.12 (another proof of the additivity of the index ). LetX, Y , Z be Banach spaces, and let T : X → Y ,
S : Y → Z be Fredholm operators. Consider the operator(

1Y 0
0 S

)(
1Y cos t −1Y sin t
1Y sin t 1Y cos t

)(
T 0
0 1Y

)
,

acting from X ⊕ Y to Y ⊕ Z, and apply the continuity of the index to get another proof of the
formula ind(ST ) = indS + indT .

2.13-B (yet another proof of the additivity of the index; D. Sarason, 1987 ). Let X, Y , Z be vector
spaces, and let T : X → Y and S : Y → Z be Fredholm operators. Construct decompositions
X = X0 ⊕X1, Y = Y0 ⊕ Y1, Z = Z0 ⊕ Z1 in such a way that the following conditions hold:

1) X0, Y0, Z0 are finite-dimensional;
2) T (Xi) ⊆ Yi and S(Yi) ⊆ Zi (i = 0, 1);
3) T is an isomorphism of X1 onto Y1, and S is an isomorphism of Y1 onto Z1.

Using the above decompositions, reduce the formula ind(ST ) = indS + indT to the case where the
operators act between finite-dimensional spaces, and prove it. (Hint: X0 = T−1(KerS).)

2.14. (a) Let H be a Hilbert space. Let us take for granted the fact that the group GL(H) of
invertible bounded operators on H is path connected1 (we will prove this fairly soon). Show that
two Fredholm operators S, T ∈ B(H) belong to the same connected component of Fred(H) ⇐⇒
there is a continuous path in Fred(H) connecting S and T ⇐⇒ indS = indT .
(b) Let H be an infinite-dimensional Hilbert space, and let Q(H) = B(H)/K (H) be the Calkin
algebra. Let G denote the group of invertibles in Q(H), and let G0 ⊂ G denote the connected
component of the identity. Prove that the index induces a group isomorphism G/G0

∼= Z.

2.15-B. Let f ∈ C(T), and let Tf denote the corresponding Toeplitz operator on the Hardy space
H2(T). Recall (see the lectures) that, if f(z) ̸= 0 for each z ∈ T, then Tf is Fredholm.
(a) Suppose that f(z) = 0 for some z ∈ T. Prove that Tf is not Fredholm.
(b) Find σess(Tf ) in terms of f .
(c) Find ∥Tf∥ in terms of f .

2.16-B. Prove that c0 is not complemented in ℓ∞.
Hint. Use the following plan:
1) Prove that N is the union of an uncountable family of countable sets Ai such that Ai ∩Aj is finite
for all i ̸= j. (Hint: it is convenient to replace N by Q).
2) Prove that if f ∈ (ℓ∞)∗ vanishes on c0, then the set of those i ∈ I for which f(χAi

) ̸= 0 is at most
countable.
3) Deduce that c0 is not complemented in ℓ∞.

2.17-B. Prove that c0 is not topologically isomorphic to the dual of a normed space.

1In fact, if H is infinite-dimensional, then GL(H) is contractible (Kuiper’s theorem).
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